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Abstract

The error-related negativity (ERN) and error positivity (Pe) are increasingly being examined as neural correlates of

response monitoring. The minimum number of error trials included in grand averages varies across studies; indeed,

there has not been a systematic investigation on the number of trials required to obtain a stable ERN and Pe. In the

current study, the ERN and Pe were quantified as two random trials were added to participants’ (N5 53) ERP

averages. Adding trials increased the correlation with the grand average ERN and Pe; however, high correlations

(rs4.80) were obtained with only 6 trials. Internal reliability of the ERN and Pe reached moderate levels after 6 and 2

trials and the signal-to-noise ratio of the ERN and Pe did not change after 8 and 4 trials, respectively. Combined, these

data suggest that the ERN and Pe can be quantified using a minimum of between 6 and 8 error trials.

Descriptors: Cognition, EEG/ERP, Normal volunteers

The error-related negativity (ERN) is an event-related potential

(ERP) that presents as a negative deflection approximately 50 ms

following an erroneous response at fronto-central midline re-

cording sites (Falkenstein, Hohnsbein, Hoormann, & Blanke,

1991; Gehring, Goss, Coles, Meyer, & Donchin, 1993). Func-

tionally, the ERN appears to reflect relatively early error pro-

cessing in the medial prefrontal cortex (cf. Ridderinkhof,

Ullsperger, Crone, & Nieuwenhuis, 2004), and source localiza-

tion studies suggest that the ERN is generated in the anterior

cingulate cortex (ACC; Dehaene, Posner, & Tucker, 1994; Hol-

royd, Dien, & Coles, 1998; van Veen & Carter, 2002). Compu-

tational models propose that the ERN represents a

reinforcement learning signal (Holroyd & Coles, 2002) or that

it represents response conflict (Yeung, Cohen, & Botvinick,

2004).

Although much less studied, the error positivity (Pe) is an-

other ERP component observed on error trials. The Pe follows

the ERN as a positive deflection 200–400 ms after the commis-

sion of an error (Falkenstein, Hoormann, Christ, & Hohnsbein,

2000; Nieuwenhuis, Ridderinkhof, Blom, Band, & Kok, 2001;

Overbeek, Nieuwenhuis, & Ridderinkhof, 2005) and has a more

posterior midline scalp distribution than the ERN (Falkenstein

et al., 2000). It has been suggested that the Pe reflects error

awareness (Leuthold & Sommer, 1999; Nieuwenhuis et al.,

2001), the emotional assessment of the error (Falkenstein et al.,

2000), or a P300-like orienting response to errors (Davies,

Segalowitz, Dywan, & Pailing, 2001; Hajcak, McDonald, &

Simons, 2003).

The ERNandPe have been investigated in a variety ofwithin-

subject (Hajcak & Foti, 2008; Hajcak,Moser, Yeung, & Simons,

2005; Nieuwenhuis et al., 2001; Pailing & Segalowitz, 2004;

Ullsperger & von Cramon, 2006) and between-subject designs

(Band & Kok, 2000; Franken, van Strien, Franzek, & van de

Wetering, 2007; Hajcak, Franklin, Foa, & Simons, 2008; Luu,

Collins, & Tucker, 2000; Mathalon et al., 2002). In these exper-

iments, participants typically perform between 250 and 1,500

trials of a speeded reaction time task in relatively rapid succes-

sion. Errors tend to be rare, however, resulting in a relatively low

number of trials in some ERP averages. In fact, the minimum

number of error trials for conditions and participants

varies greatly, ranging from 5 to 300 (e.g., Amodio et al., 2004;

Franken et al., 2007; Hajcak & Simons, 2008; Morris, Yee, &

Nuechterlein, 2006; Ullsperger & von Cramon, 2006; Zirnheld

et al., 2004). It has been suggested that only a few error trials

are required for a stable ERN (see Hajcak & Simons, 2008);

however, guidance on the actual number of trials required

to obtain a stable ERN based on empirical work is lacking

(for similar work on the P130, cf. Cohen & Polich, 1997; Polich,

1986).

In the present study, we set forth to systematically assess the

stability of the ERN and the Pe as an increasing number of errors

trials were examined. We used methods similar to that reported

by Polich and colleagues (Cohen & Polich, 1997; Polich, 1986).

First, we measured the mean and standard deviation of the ERN

and Pe as random pairs of error trials were added to participant

averages (i.e., 2, 4, 6, 8, 10, 12, and 14 error trials). Additionally,

we calculated the correlation between these averages and the

ERN/Pe for all error trials (i.e., grand average). Internal reli-

ability of the ERN and Pe as a function of increasing trial

numbers was quantified with Cronbach’s alpha; finally, the
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signal-to-noise ratio (SNR) of the ERPs was also assessed. By

using a multitude of analytic methods, we sought to determine

how adding error trials would influence the quantification of

error-related brain activity.

Method

Participants

Seventy undergraduate students (43 female) participated in the

current study. Data from 2 participants were not used due to

excessive artifacts. Only participants who made at least 14 errors

(N5 53; 33 female) were included. Additionally, for the Pe anal-

ysis, 1 participant did not have usable data from the electrode of

interest (Pz). No participants discontinued their participation in

the experiment once procedures had begun, and all participants

received course credit for their participation.

Task

The task was an arrow version of the flanker task (cf. Hajcak

et al., 2005). On each trial, five horizontally aligned arrowheads

were presented, and participants had to respond to the direction

of the central arrowhead by pressing the left or right mouse but-

ton. Half of all trials were compatible (‘‘ooooo’’

or ‘‘44444’’) and half were incompatible (‘‘oo4oo’’

or ‘‘44o44’’); all stimuli were presented for 200 ms with an

intertrial interval that varied randomly from 500 to 1000 ms.

Procedure

Following a brief description of the experiment, electroenceph-

alographic (EEG) sensors were attached and the participant was

given detailed task instructions. Participants performed a prac-

tice block consisting of 30 trials and were told to try to be as

accurate and fast as possible. The actual experiment consisted of

eight blocks of 30 trials. To encourage both fast and accurate

responding, participants received feedback based on their per-

formance at the end of each block. If performance was 75%

correct or lower, the message ‘‘Please try to be more accurate’’

was displayed; performance above 90% correct was followed by

‘‘Please try to respond faster’’; otherwise, the message ‘‘You’re

doing a great job’’ was displayed.

Psychophysiological Recording, Data Reduction, and Analysis

All EEG recording, filtering, and eye movement correction pa-

rameters were identical to those reported in Hajcak and Foti

(2008). Briefly, continuous EEG activity was sampled at 512 Hz

using anActiveTwohead cap and theActiveTwoBioSemi system

(BioSemi, Amsterdam, The Netherlands). Recordings were

taken from 64 scalp electrodes based on the 10–20 system, as

well as from 2 electrodes placed on the left and right mastoids.

Four electrodes recorded the electrooculogram generated from

eyeblinks and eyemovements: Vertical eyemovements and blinks

were measured with 2 electrodes placed approximately 1 cm

above and below the right eye; horizontal eye movements were

measured with 2 electrodes placed approximately 1 cm beyond

the outer edge of each eye. Off-line analysis was performed using

BrainVisionAnalyzer software (BVA, Brain Products, Gilching,

Germany). EEG data were re-referenced to the numeric mean of

the mastoids and bandpass filtered with cutoffs of 0.1 and 30 Hz.

Eyeblink and ocular corrections were made using the method

developed by Gratton, Coles, and Donchin (1983). Specific in-

tervals for individual channels were rejected in each trial using a

semiautomated procedure, with physiological artifacts identified

by the following criteria: a voltage step of more than 50.0 mV
between sample points, a voltage difference of more than 300.0

mVwithin a trial, and a maximum voltage difference of less than

0.50 mV within a 100-ms interval. All trials were also visually

inspected for other artifacts.

Response-locked ERPs were computed for error trials. The

ERNwas evaluated as the average activity in a 0–100-mswindow

relative to response onset at FCz; the Pe was evaluated as the

average activity from 200 to 400 ms following response onset at

Pz. A 200-ms window prior to the response (� 400 to � 200 ms)

served as the baseline. For all analyses, the ERN and Pe were

quantified based on a random subset of 2, 4, 6, 8, 10, 12, and 14

errors from each participant; the grand average ERN and Pe

were quantified based on all error trials. Area measures of the

ERN and Pe were chosen for two reasons: First, peak measures

might be especially sensitive to noise (see Luck, 2005); second,

within-subject measures such as SNR and Cronbach’s alpha ne-

cessitated the use of an area measure, and it was preferable to use

the same ERN/Pe metric across all analyses.

In all cases, the ERN and Pe were statistically evaluated using

SPSS (Version 16.0) General Linear Model software; Green-

house–Geisser correction was applied to p values associated with

multiple degrees of freedom, repeated measures comparisons,

when appropriate. Paired-sample t tests were used to compare

the ERN and the Pe for each randomly chosen error trial av-

erages (i.e., 2, 4, 6, 8, 10, 12, and 14) as 2 trials were increasingly

added to the average. Pearson’s correlation coefficient was also

used to examine the relationship between smaller error trial av-

erages and the grand average ERN and Pe. Internal reliability of

the ERN and Pe as a function of increasing trial numbers was

quantified with Cronbach’s alpha. SNR at FCz and Pz was es-

timated using a process available in BVA. First, noise is esti-

mated by summing the squares of the difference between each

data point and the average EEG value; this sum is then divided

by the number of data points minus one. Second, average total

power is estimated by taking the average of the squared values of

each data point. Average power of the signal then equals the

average total power minus the average noise power. SNR is then

calculated as the average signal power divided by average noise

power. SNR was assessed using a repeated measures ANOVA

using number of trials (2, 4, 6, 8, 10, 12, 14, and grand average)

as the within-subjects factor. Post hoc analyses were per-

formed using paired-sample t tests, and significance levels were

adjusted with Bonferroni’s correction for multiple comparisons

(po.007).

Results

Between-Subject Comparisons

On average, participants made 27.47 (SD5 8.15) errors while

performing the task. Figure 1 presents the average and standard

deviation of the ERN and Pe for random trial averages and for

the grand averages. ERPs for the ERN and the Pe from a rep-

resentative subject for random trial averages and the grand av-

erage are presented in Figure 2. Paired-sample t-tests were

performed on both the ERN and the Pe area measures to ex-

amine differences between smaller trial averages as 2 trials were

increasingly added to the averages. There were no significant

differences when comparing increasing number of trials (2 vs. 4

trials, 4 vs. 6 trials, 6 vs. 8 trials, 8 vs. 10 trials, 10 vs. 12 trials,
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12 vs. 14 trials, and 14 vs. grand average; all ps4.05). The Pe for

all trials also did not differ (ps4.05). Figure 1 suggests that both

the average of the ERN and the Pe appear to stabilize after six

errors are included in the average. The standard deviation for

both components appears to decrease as more trials are added,

although the standard deviation appears fairly similar after

approximately 10 trials.

Additionally, we explored the relationship between each trial

average and the ERN/Pe grand average using the Pearson cor-

relation coefficient. Figure 3 presents the correlation coefficient

between the grand average ERN/Pe and the ERN/Pe based on

fewer trials. All pairs were highly significant (po.001). More-

over, the ERN and Pe averages based on just six trials were

highly correlated with the grand average ERN and Pe (rs4.80).

Within-Subject Comparisons

Hinton, Brownlow, McMurray, and Cozens (2004) have sug-

gested that Cronbach’s alpha exceeding .90 indicates excellent

internal reliability, between .70 and .90 indicates high internal

reliability, from .50 to .70 indicates moderate internal reliability,

and below .50 is low. Figure 4 presents Cronbach’s alpha for the

ERN as progressively more trials were considered. Consistent

with the impression from Figure 4, moderate and high internal

reliabilities for the ERN were obtained with 6 and 10 errors,

respectively. Cronbach’s alpha for the Pe as a function of trial

number is also presented in Figure 4. For the Pe, moderate and

high internal reliabilities were obtained with just 2 and 6 trials,

respectively. Thus, the ERN and Pe both demonstrated moder-

ate internal reliability with just 6 errors and high internal reli-

ability with 10 errors.

Estimates of the SNR for the ERN and Pe were also exam-

ined. SNR scores for the ERN startingwith at least six error trials

ranged from .25 to .63. For the ERN, a repeated measures

ANOVA confirmed that there was a significant difference in the

SNR across averages, F(7,364)5 15.06, po.001. Post hoc

paired-sample t tests indicated that there was a significant differ-

ence when comparing the ERN for 2 versus 4 trials, t(52)5 3.61,

po.001, 6 versus 8 trials, t(52)5 2.86, po.001, and 14 versus

grand average, t(52)5 3.17, po.003; however, there was no

difference between the ERN for 4 versus 6 trials, t(52)5 � 0.04,

p4.05, 8 versus 10 trials, t(52)5 1.56, p4.05, 10 versus 12 trials,

t(52)5 � 0.32, p4.05, and 12 versus 14 trials, t(52)5 0.20,

p4.05. Thus, the SNR for the ERN did not change substantially

after 8 trials were added to the average.

SNR scores for the Pe starting with at least 6 error

trials ranged from 1.74 to 2.35. For the Pe, the SNR also

differed as more trials were added to the averages,

F(7,357)5 19.25, po.001. Post hoc paired t tests showed that

there was a significant difference when comparing the Pe for 2

versus 4 trials, t(51)5 3.58, po.001; however, there was no sig-

nificant difference for 4 versus 6 trials, t(51)5 1.29, p4.05, 6

versus 8 trials, t(51)5 0.02, p4.05, 8 versus 10 trials,

t(51)5 2.47, p4.01, 10 versus 12 trials, t(51)5 0.28, p4.05,

12 versus 14 trials, t(51)5 � 0.57, p4.05, and 14 versus grand

average, t(51)5 2.34, p4.02. Therefore, the SNR for the

Pe did not significantly change once 4 trials were included in

the average.
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Figure 1. The average (top) and standard deviation (bottom) of the ERN

at FCz (left ordinate) and the Pe at Pz (right ordinate) as a result of

adding two random trials to the average and for the grand average. Please

note that the left and right ordinates have different scales.

Figure 2. ERPs from a representative single subject for trials containing the average of 2, 6, 10, and 14 randomly selected trials and the grand average

(i.e., 21 errors). ERP averages at FCz (top) and Pz (bottom) following error responses. Please note that the ERP figures have different scales.



Discussion

The present study examined ERPs among 53 individuals who

made approximately 27 errors on averageFeach made at least

14 errorsFto examine how measures of the ERN and Pe per-

formed when calculated based on an increasing number of ran-

domly chosen error trials. Analyses suggested that the ERN and

Pe became fairly stable once between six and eight trials were

included, depending on the metric examined. For instance, the

average of the ERN and Pe appeared to stabilize after about six

trials per participant were included in averages. Moderate inter-

nal reliability was also achieved with 6 errors. Moreover, in ERP

averages based on six trials per participant, the ERN and Pe were

highly correlated (r4.80) with the grand average ERN and Pe,

respectively. In addition, the SNR for a smaller number of trials

did not significantly differ much from the SNR for the grand

average after eight and four trials were added to the average for

the ERN and the Pe, respectively. Although it is possible that the

lack of significant differences is due to the small number of trials

in each average, we used multiple measures that all converged on

a common result.

In the present study, the ERN was elicited in a relatively brief

speeded reaction time task comprised of only 240 trialsFa task

that lasted less than 10 min. Out of a total of 70 participants, 64

made at least eight errors and 66 participants made at least six

errors. Thus, if one uses six to eight error trials as aminimum, less

than 10% of the original sample would need to be excluded.

Collectively, these data suggest that brief tasks can be used to

elicit a sufficient number of errors for quantifying the ERN and

Pe. This is particularly relevant in light of a growing literature

relating the ERN to certain psychiatric disorders. For instance,

evidence suggests that internalizing psychopathologies such as

anxiety (Gehring, Himle, & Nisenson, 2000; Hajcak et al., 2008;

Johannes et al., 2001; Ladouceur, Dahl, Birmaher, Axelson, &

Ryan, 2006) and depression (Chiu & Deldin, 2007; Holmes &

Pizzagalli, 2008) are characterized by increased ERNs, whereas

externalizing psychopathology is related to reduced ERNs (cf.

Olvet & Hajcak, 2008, for a review).

The current data suggest that six to eight trials are

adequate to reliably assess error-related brain activity, which

might aid in brief ERN assessments in clinical contexts. Addi-

tionally, it seems reasonable to include participants who make a

relatively small number of mistakes. These data further suggest

that it is possible to examine more infrequent error-related

phenomena (i.e., double errors; cf. Hajcak & Simons, 2008).

In light of the suggestion that an increased ERN may reflect a

stable trait-like marker for internalizing psychopathology (Olvet

& Hajcak, 2008), it will be important for future research to

also examine the test–retest reliability of error-related brain

activity.

In the present study, we used a number of statistical ap-

proaches to determine the stability of the ERN and the Pe. Fu-

ture studies might further examine this issue using more

sophisticated statistical approaches (i.e., hierarchical linear mod-

eling) and consider whether the current results generalize to other

tasks (e.g., Stroop) that are used in some studies to elicit the

ERN. Moreover, it will be important to independently examine

reliability measures in children to determine whether more

trials are required to obtain a stable ERN and Pe earlier in

development.
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