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ABSTRACT

Recent studies that have examined neural correlates of action monitoring with event-related
potentials (ERPs) have focused on the error-related negativity (ERN) and error positivity (Pe)
on error trials, as well as the correct response negativity (CRN) on correct trials. Moreover, the
ERN has been assessed in relation to a number of personality traits and psychiatric disorders.
However, no study to date has assessed the reliability of the ERN, Pe, and CRN. We measured
these ERPs in 45 undergraduates at baseline and 2 weeks later. For split-half and test-retest
reliabilities, both the intersubject stability and score agreement were high for the ERN, CRN,
and Pe. These data demonstrate excellent reliability of ERPs elicited during response
monitoring, and further suggest that these ERPs are well-suited to assess trait characteristics

© 2009 Elsevier B.V. All rights reserved.
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1. Introduction

The ability to detect errors is crucial for goal-directed behavior
and learning (cf. Holroyd and Coles, 2002). In laboratory tasks,
studies suggest that errors are followed by compensatory
behavioral adjustments (Hajcak and Simons, 2008; Rabbitt and
Rodgers, 1977) and signal a need to increase cognitive control
(Holroyd and Coles, 2002; Kerns et al., 2005; Yeung et al., 2004).
From a motivational perspective, errors can place organisms
in danger and threaten safety; consistent with this notion,
recent work indicates that errors increase defensive reflexes
(Hajcak and Foti, 2008). Moreover, certain forms of psycho-
pathology appear characterized by excessive concern over
mistakes (for review see Shafran and Mansell, 2001). Thus,
errors have become a phenomenon of interest within cogni-
tive, social, and clinical psychology.

Interest in errors has been fueled by neuroscientific
investigations on the relatively rapid neural correlates of
error processing. In particular, studies that utilize event-
related potentials (ERPs) have reported on the error-related
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negativity (ERN)—a negative deflection at frontal-central
midline recording sites that occurs approximately 50 ms
following an erroneous response (Falkenstein, Hohnsbein et
al.,, 1991; Gehring et al., 1993). Functionally, the ERN appears to
reflect early error processing in the medial prefrontal cortex
(cf. Ridderinkhof et al., 2004) and source localization studies
suggest that the ERN is generated in the anterior cingulate
cortex (ACGC; Brazdil et al., 2005; Brazdil et al., 2002; Dehaene et
al., 1994; Holroyd et al., 1998; van Veen and Carter, 2002).

The reinforcement learning theory of the ERN (RL-ERN;
Holroyd and Coles, 2002) suggests that the ERN is a learning
signal that results from a phasic decrease in midbrain
dopamine activity, which in turn disinhibits neurons in the
ACC; this signal is thought to reflect the evaluation of on-going
events as worse than expected. Another prominent theory is
the conflict monitoring theory, which purports that the ERN
reflects conflict between error and error-correcting responses
(Yeung et al., 2004). More recently, it has been suggested that a
theory which incorporates aspects of both the RL-ERN and
conflict monitoring theory would be optimal in explaining the
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functional significance of the ERN (Botvinick, 2007; Holroyd et
al., 2005).

Almost immediately following the ERN, the ERP on error
trials is characterized by a positive deflection referred to as the
error positivity (Pe). The Pe is maximal 200-400 ms after the
commission of an error (Falkenstein et al., 2003; Nieuwenhuis
et al., 2001; Overbeek et al., 2005) and has a more posterior
midline scalp distribution relative to the ERN (Falkenstein et
al., 2000). It has been suggested that the Pe reflects error
awareness (Leuthold and Sommer, 1999; Nieuwenhuis et al.,
2001); it stands to reason that the Pe is a P300-like orienting
response following error commission (Davies et al., 2001;
Hajcak et al., 2003b; Ridderinkhof et al., 2009). Relative to the
ERN, the Pe has received much less attention in ERP studies of
error processing (cf. Overbeek et al., 2005).

A small ERN-like component can also occur on correct trials;
it is referred to as the correct response negativity (CRN;
Falkenstein et al., 2000; Ford, 1999; Gehring and Knight, 2000;
Scheffers and Coles, 2000; Vidal, Hasbroucq et al., 2000). There
has been debate regarding the meaning of the CRN: it has been
suggested that the CRN reflects a response comparison process
(Falkenstein et al., 2000; Vidal et al., 2000), an emotional
reaction (Luu et al., 2000a), uncertainty of a correct response
(Coles et al., 2001; Pailing et al., 2002), or the co-activation of
correct and incorrect responses (Luu et al., 2000a; Scheffers et
al., 1996; Vidal et al., 2000). Bartholow et al. present compelling
data that the CRN may reflect the evaluation of adaptive versus
maladaptive response strategies on correct trials (Bartholow et
al., 2005). Consistent with the role of the CRN in cognitive
control, studies have also suggested that error-preceding trials
are characterized by a reduced CRN (Allain et al., 2004; Hajcak
et al., 2005b).

In addition to interest regarding the functional character-
ization of the ERN, Pe, and CRN, a number of studies have also
explored these components with respect to individual differ-
ence variables. In particular, the ERN has been studied
extensively in a variety of psychiatric disorders, including
obsessive-compulsive disorder (Gehring et al., 2000; Hajcak et
al., 2008) and major depressive disorder (Chiu and Deldin, 2007;
Holmes and Pizzagalli, 2008). Other studies have linked the
ERN to related personality traits. For example, individuals who
score high in negative affect (Hajcak et al., 2004b; Luu et al.,
2000b), neuroticism (Pailing and Segalowitz, 2004), worry
(Hajcaketal., 2003a), obsessive-compulsive symptoms (Hajcak
and Simons, 2002) and punishment sensitivity (Amodio et al.,
2008; Boksem et al., 2006; Frank et al., 2005) have all been
associated with an increased ERN. On the other hand, studies
show that individuals who score high on measures of im-
pulsivity (Potts et al., 2006; Ruchsow et al., 2005), externalizing
(Hall et al., 2007) or low on socializing (Dikman and Allen, 2000)
have decreased ERN amplitudes in response to errors. Some
studies have found that these individual difference variables
relate to both the ERN and CRN (Hajcak and Simons, 2002)—as
well as variation in the Pe (Boksem et al., 2006; Hajcaket al.,
2004b; Ruchsow et al., 2005).

Although the ERN has been consistently related to stable
trait-like characteristics, no study to date has examined
whether the ERN itself is reliable over time. Moreover, the
degree to which the ERN, Pe, and CRN reflect valid metrics of
information-processing will depend on the reliability of these

measures (Helmstader, 1964). While there has been extensive
research indicating high test-retest reliability of the P300
component of the ERP (Fabiani et al., 1987; Fallgatter, et al.,
2001; Sandman and Patterson, 2000; Segalowitz and Barnes,
1993; Walhovd and Fjell, 2002; Williams et al., 2005), no such
study on the reliability of the ERN, Pe, and CRN have been
published to date. Therefore, we set forth to examine the
reliability of the ERN and Pe, as well as the CRN, and behavioral
measures both within and across two testing sessions. To this
end, ERP data was analyzed from 45 participants who
performed the arrow version of the flanker task in two sessions
separated by exactly 2 weeks.

2. Results
2.1. Comparing Session 1 to Session 2

Behavioral data from Sessions 1 and 2 are presented in Table 1.
There was no significant difference between the accuracy at
Sessions 1 and 2 (t(42)=-1.22, p>0.05). Participants responded
faster on error than correct trials (F(1,42)=307.67, p<0.001) and
were also slower in Session 1 than 2 (F(1,42)=4.29, p<0.05). In
terms of speed-accuracy trade-off, these data collectively
suggest that participants’ performance improved from Ses-
sion 1 to 2: they were able to respond faster without making
more mistakes in Session 2.

Fig. 1 displays grand averages for correct- and error-trial
ERPs from Sessions 1 and 2; mean (and standard deviation) of
ERP area measures are shown in Table 1. Fig. 2 displays
individual averages for correct- and error-trial ERPs from 6
randomly selected participants. The average number of
epochs included in the ERP averages for correct trials was
213.20 (SD=16.22) at Session 1 and 211.12 (SD=11.44) at
Session 2 and for error trials was 26.49 (SD=8.56) at Session
1and 28.27 (SD=11.03) at Session 2. In terms of area measures,
the ERN was more negative than the CRN (F(1,44)=167.96,
p<0.001). There was also a significant interaction between
Trial Type and Session (F(1,44)=13.03, p<0.001), but no effect
of Session alone (F(1,44)=0.75, p>0.05). Post-hoc paired
samples’ t-tests confirmed that the CRN was significantly
larger at Session 2 than 1 (t(44)=-3.26, p<0.01), whereas the
ERN was comparable across testing sessions (t(44)=1.08,
p>0.05)." The ERN-CRN area was also larger at Session 2
compared to Session 1 (t(44)= 3.61, p<0.001). On the other
hand, there was no difference in Pe area between the two
sessions (t(44)=-0.74, p>0.05).

When examining peak measures, the ERN was more
negative than the CRN (F(1,44)=210.95, p<0.001). This was

1 When we analyzed the ERP data using filtering in the theta
range (4-7Hz), we found no significant difference in the CRN
between sessions for the area (t = - 1.68, p > 0.05) and peak
measures (t = — 0.78, p > 0.05). This differs from the original
analysis in that the CRN area was larger at Session 2 compared to
Session 1 (t = — 3.26, p < 0.01). These data suggest that variance in
the CRN may in fact have been due to the P3. The results for the
ERN, though, are consistent with our original peak data. There
was a significant increase in the ERN at Session 2 using peak
measures (t = 2.26, p < 0.05) and, in addition, this is confirmed
using the area measure (t = 2.33, p < 0.05).
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Table 1 - Mean (and standard deviation), as well as split-half reliability metrics, of behavioral and ERP measures at Session 1

(left) and Session 2 (right).

Measure Session 1 Session 2
Mean (SD) r ICC Mean (SD) r ICC

Reaction time: correct trials (ms) 401° (43) 0.99** 0.98** 387% (41) 0.99** 0.98**
Reaction time: error trials (ms) 335a (40) 0.73* 0.57* 331° (42) 0.82** 0.69**
Accuracy (%) 8.66 (3.89) n/a n/a 87.58 (5.94) n/a n/a
CRN area measure (uV) 7. SO (5.84) 0.98* 0.96 ** 9.27° (6.11) 0.98** 0.95**
ERN area measure (i1V) 0.14 (6.73) 0.88** 0.75* -0.67 (6.33) 0.84** 0.72*
Difference area measure (uV) -7.36 (5.40) 0.76** 0.57 ** -9.94 (4.74) 0.66 ** 0.48**
Pe area measure (uV) 14.35 (7.79) 0.91* 0.84** 14.95 (7.38) 0.83** 0.71*
CRN peak measure (uV) 6.78 (5.81) 0.97 ** 0.93* 8.72 (6.30) 0.98** 0.95**
ERN peak measure (1V) -2.96" (6.80) 0.88** 0.76* -4.59" (6.46) 0.83** 0.71*
Difference peak measure (V) -10.45 (5.98) 0.84* 0.65** -13.39 (6.10) 0.76** 0.60**
CRN peak latency (uV) 32.29 (23.52) 0.88** 0.78* 35.72 (25.64) 0.83** 0.67*
ERN peak latency (uV) 42.19 (23.12) 0.65* 0.48** 36.72 (25.20) 0.47* 0.30*
Difference peak latency (uV) 42.80 (27.74) 0.77** 0.62** 46.66 (20.57) 0.65** 0.49*

# Participants were significantly faster at Session 2 compared to Session 1 on both correct and error trials (p<0.001).
> Both CRN area and ERN peak measures were significantly larger at Session 2 compared to Session 1 (p<0.01).
* p<0.05.
ok
p<0.001.

qualified by a significant interaction between Trial Type and
Session (F(1,44)=143.95, p<0.001), but no effect of Session
alone (F(1,44)=0.06, p>0.05). Post-hoc t-tests showed that the
ERN was larger at Session 2 than 1 (t(44)=-2.97, p<0.01),
whereas there was no difference in the CRN (t(44)=1.83, 2.2.
p>0.05). The ERN-CRN peak was also larger at Session 2
compared to Session 1 (t(44)=3.61, p<0.001).

from Fig. 1 and Table 1 that the ERN, as well as the difference
between the ERN and CRN, was larger at the second testing
session.

Test-retest reliability

Table 2 contains test-retest reliability indices for behavioral

The peak latency of the ERN and CRN were similar (F(1,44) =
2.42, p>0.05), and did not differ between the two testing
sessions (F(1,44)=0.09, p>0.05); similarly, the ERN-CRN peak
latency did not vary between Sessions 1 and 2 (t(44)=-0.86,
p>0.05). Collectively, these results confirm the impression

and ERP measures, both in terms of intersubject stability (r)
and score agreement (ICC) for all subjects (top); when
comparing male and female participants separately (middle),
and when comparing participants who made relatively few
versus many errors (bottom).
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Fig. 1 - The response-locked ERPs for error and correct trials at FCz, where the ERN was maximal for Session 1 (top left) and
Session 2 (top right) and at Pz where the Pe was maximal for Session 1 (bottom left) and Session 2 (bottom right). Response onset

occurred at 0 ms and negative is plotted up.
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Fig. 2 - Response-locked ERPs for error and correct trials at FCz (left columns) and Pz (right columns) for Session 1 and Session 2
in 6 randomly selected subjects. Response onset occurred at 0 ms and negative is plotted up; note that the ordinate differs

across subjects.

2.2.1. Behavioral measures

There was a significant correlation between the reaction time
at Session 1 and Session 2 on correct (r=0.50, p<0.001,
ICC=0.51) and error trials (r=0.80, p<0.001, ICC=0.75). There
was also a significant correlation between the number of
errors committed at Sessions 1 and 2 (r=0.38, p<0.01,
ICC=0.36).

2.2.2. Area measures
Scatterplots depicting ERP area measures at both Sessions 1
and 2 are presented in Fig. 3. For all individual ERP area

measures, reliability estimates were high (CRN: r=0.82,
p<0.001, ICC=0.78; ERN: r=0.70, p<0.001, ICC=0.70; Pe:
r=0.75, p<0.001, ICC=0.75); in fact, even the ERN-CRN
difference score demonstrated moderate reliability (r=0.56,
p<0.001, ICC=0.47).

2.2.3. Peak measures

Fig. 4 presents scatterplots for ERP peak measures at Sessions
1 and 2. Consistent with reliability estimates obtained on area
measures, all peak measures were highly reliable between
Sessions 1 and 2 (CRN: r=0.59, p<0.001, ICI=0.58; ERN: r=0.74,



Table 2 - Test-retest reliability metrics for behavioral and ERP measures for all participants (top), when evaluated for male and female participants separately (middle), and for participants who made a low versus high number of

errors (bottom).

Behavior Area measures Peak measures
# of errors Reaction time CRN area ERN area ERN-CRN area Pe area CRN peak ERN peak Difference CRN peak ERN peak ERN-CRN
(correct/error) peak latency latency peak latency
r ICC r [¢@ r ICC T ICC T ICC T ICC T ICC T ICC T ICC r ICC T ICC T ICC

Overall 038" 0.36™ 050™ 051" 082" 078" 070" 070" 056™ 047™ 075" 075" 059* 058" 074™ 070™ 059* 051" -002 -002 043" 042" 025 024
(n=45) 0.80™*  0.75™*

Gender
Male 0.69**  0.69™*  0.39 0.40* 0.85** 0.84™* 077" 074" 065" 058" 082" 0.81™ 0.59* 0.55* 0.89™ 0.89"™ 0.70"™ 0.65™ -0.08 -0.06 0.38 0.37* 0.5 0.15
(n=23) 0.80**  0.75**

Female  0.15 0.13 0.57**  0.58™ 0.80™ 071" 068" 068" 043" 032 073™ 072" 064™ 062" 064™ 054™ 047° 035° 007 006 056" 052" 036 036
(n=22) 0.74™*  0.68™

Number of errors

Low 0.11 0.07 0.32 0.32 071%™ 071" 064™ 064™ 061" 061" 079" 078" 067" 066" 063" 063" 064™ 064™ -005 -003 034 034 -010 -0.10
(n=22) 0.79™* 079"
High 0.17 0.13 0.62* 0.61% 089" 089" 072" 072" 040 040* 074" 070** 046 046" 082" 082" 046 046* 003 003 046" 046* 053* 046"
(n=21) 0.80™*  0.78**

* Significant correlations at the p <0.05 level.
) Significant correlations at the p <0.01 level.
) Significant correlations at the p <0.001 level.
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Fig. 3 - Scatterplots depicting the Pearson correlation between Session 1 and Session 2 for area measures of the CRN at FCz (top
left), the ERN at FCz (top right), the ERN-CRN at FCz (bottom left) and Pe at Pz (bottom right).

p<0.001, ICI=0.70); again, the ERN-CRN difference peak also
demonstrated moderate reliability (r=0.59, p<0.001, ICI=0.51).
On the other hand, peak latency measures were characterized
by low to moderate test-retest reliability (ERN: r=0.43, p<0.01,
ICI=0.42; CRN: r=-0.02, p>0.05, ICI=-0.02; ERN-CRN: r=0.25,
p>0.05, ICI=0.24).

2.2.4. Analyses by gender and number of error trials

In general, test-retest reliability metrics were similar for
males and females—although several were higher for males
than females. Additionally, we divided participants into two
groups based on the number of errors they made at Session
1. The median number of error trials at Session 1 was 29,
therefore those who made fewer than 29 errors were
categorized as making a low number of errors (n=22) and
those who made more than 29 errors were categorized as
making a high number of errors (n=21). At Session 2, 13
subjects who made a high number of errors at Session 1 also
made a high number of errors at Session 2 (median number
of errors at Session 2=28). As in the male/female compar-
ison, test-retest reliability estimates were similar for low
and high error-committing groups, except for the ERN-CRN
latency which was reliable in subjects who made a high
number of errors (r=0.53, p<0.05, ICC=0.46), but not in
subjects who made a low number of errors (r=-0.10, p>0.05,
ICC=-0.10).

2.3. Split-half reliability
Table 1 presents split-half reliability measures (intersubject

stability (r) and score agreement (ICC)) at both Sessions 1 (left)
and 2 (right).

2.3.1. Behavioral measures

Split-half reliability measures were high for reaction time
measures within Session 1 (correct: r=0.99, p<0.001, ICC=0.98;
error: r=0.73, p<0.001, ICC=0.57) and Session 2 (correct:
r=0.99, p<0.001, ICC=0.98; error: r=0.82, p<0.001, ICC=0.69).

2.3.2. Area measures

For all area measures, split-half reliability was high at Session
1 (CRN: r=0.98, p<0.001, ICC=0.96; ERN: r=0.88, p<0.001,
ICC=0.75; ERN-CRN: r=0.76, p<0.001, ICC=0.57; Pe: r=0.91,
p<0.001, ICC=0.84) and Session 2 (CRN: r=0.98, p<0.001,
ICC=0.95; ERN: r=0.84, p<0.001, ICC=0.72; ERN-CRN: r=0.66,
p<0.001, ICC=0.48; Pe: r=0.83, p<0.001, ICC=0.71).

2.3.3.  Peak measures

Consistent with the area measures, split-half reliability
measures were high at Session 1 (CRN: r=0.97, p<0.001,
ICC=0.93; ERN: r=0.88, p<0.001, ICC=0.76; ERN-CRN: r=0.84,
p<0.001, ICC=0.65) and Session 2 (CRN: r=0.98, p<0.001,
ICC=0.95; ERN: r=0.83, p<0.001, ICC=0.71; ERN-CRN: r=0.76,
p<0.001, ICC=0.60). Peak latency measures were also reliable
at Session 1 (CRN: r=0.88, p<0.001, ICC=0.78; ERN: r=0.65,
p<0.001, ICC=0.48; ERN - CRN: r=0.77, p<0.001, ICC=0.62) and
Session 2 (CRN: r=0.83, p<0.001, ICC=0.67; ERN: r=0.47,
p<0.05, ICC=0.30; ERN-CRN: r=0.65, p<0.001, ICC=0.49).

3. Discussion

The present study analyzed ERPs from 45 individuals who
performed the arrow version of the flanker task at two time-
points to examine the split-half and two week test-retest
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reliability of the ERN, Pe and CRN. Although the focus of the
current study was on error-related brain activity, behavioral
measures were also evaluated in terms of reliability. Overall,
ERP measures were characterized by significant stability and
score agreement over 2 weeks—and comparable reliability
estimates were obtained even when using different baselines,
filter settings, and at multiple midline recording sites. Collec-
tively, these data suggest relatively robust stability in mea-
sures of the ERN, CRN, and Pe.

Although the test-retest reliabilities of the ERN, CRN, and Pe
were generally on par with their respective split-half reliability
measures, split-halfreliabilities were generally higher than the
test-retest reliabilities. This is likely due to many state factors
that are consistent within the split-half analyses; for example,
the electrodes have not been removed and replaced, which
occurs between sessions. Additionally, arousal level of the
subject is likely quite uniform when comparing odd to even
trials within a session, whereas the subjects’ arousal level
might vary considerably between testing sessions. Along these
lines, Segalowitz and Barnes (1993) suggested that high split-
half reliability indicates that an ERP component might be a
stable index of state-related variables, and that high test-retest
reliability would suggest more of a trait-like characteristic of
ERP components. In this context, both split-half and test-retest
reliabilities of these ERP components were high, and many of
the split-half metrics were on par with the two week test-retest
reliability, together suggesting strong trait-like qualities (cf.
Segalowitz and Barnes, 1993).

Area measures are typically more conservative than peak
measures; in particular, peak measures may be especially
sensitive to noise (Luck, 2005). In the error-related brain
activity literature, however, the Pe is most often scored
using an area measure (i.e., Hajcak, et al., 2004b; Nieuwenhuis
et al,, 2001), whereas studies score the ERN either in terms of

area (i.e., Hajcak and Foti, 2008; Hajcak et al., 2005a) or peak
measurements (i.e., Compton et al., 2008; Holmes and
Pizzagalli, 2008). In fact, the current study found quite similar
ERP reliabilities using both the area and peak measures. Two
exceptions were higher split-half reliability of the ERN-CRN
difference peak measurement, and somewhat higher test-
retest reliability of the of the CRN area measure. Thus, both
the intersubject stability and score agreement over a two week
period of the ERN and CRN were quite good—regardless of
whether peak or area measures were used. In comparing the
error-related components, the ERN and Pe area measures were
characterized by similarly high reliability estimates both
within- and between-sessions.

Consistent findings emerged when examining male and
female subjects separately, and when comparing individuals
who made a low versus high number of errors separately.
These analyses further suggest robust reliability of the ERN,
Pe, and CRN, and are consistent with a recent report from our
lab that demonstrated that a stable ERN and Pe could be
measured with just 6 error trials (Olvet and Hajcak, in press).
The present analyses that examined participants who made
high versus low number of errors further suggest that
reliability estimates of the ERN, CRN, and Pe are not much
affected by the number of error trials—thatis, even though the
high group made an average of 36 error trials, whereas the low
group made an average of 20 error trials, test-retest reliability
estimates were quite similar.

It is worth comparing the reliability estimates obtained for
the ERN, CRN, and Pe in the current study to previous work on
other ERP components. A number of previous studies have
examined split-half and test-retest reliabilities of the P300,
and reliability estimates in the current study were comparable
or greater than reliability estimates of the P300 (Fabiani et al.,
1987; Fallgatter et al.,, 2001; Sandman and Patterson, 2000;
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Segalowitz and Barnes, 1993; Walhovd and Fjell, 2002;
Williams et al., 2005). Moreover, the current reliability
estimates are even comparable to measures on self-report
measures of anxiety (Foa et al., 2002; Hajcak et al., 2004a).

In terms of the practical implications of these results,
reliability places an upper limit on the validity of a measure
(cf. Sechrest, 1984; Segalowitz and Barnes, 1993). Thus, the
present data bode well for studies that examine the ERN, Pe,
and CRN as stable metrics of information-processing (i.e.
Hajcak et al., 2004b; Pailing and Segalowitz, 2004). Recently, we
suggested that the ERN might serve as a useful endopheno-
type for internalizing disorders (for review see Olvet and
Hajcak, 2008). This would be impossible if error-related
components were not reliable. Therefore, the reliability of
the ERN is especially important in light of a number of recent
studies that have examined the ERN in clinical populations
(Gehring et al., 2000; Holmes and Pizzagalli, 2008), before and
after treatment (Hajcak et al., 2008; Ladouceur et al., 2007), and
in personality traits that are stable over time (Hajcak et al.,
2004b; Pailing and Segalowitz, 2004). The current data are
certainly consistent with the possibility that the ERN reflects a
trait-like measure of neural activity following errors.

Unlike magnitude metrics, however, peak latency reliabil-
ities were fairly low—especially for the CRN and ERN-CRN
(difference) peaks. It is important to note that the peak
latencies of these ERPs are influenced not only by variability
in the component processing time, but also variability in the
time it takes to initiate a response. It is difficult to determine
which factor is contributing to the measured latency—and this
confound may play a role in the low test-retest reliability of
latency measures.

It is also worth noting overall differences between the two
testing sessions. Behaviorally, participants were faster and
equally as accurate at the second testing session; these data
suggest that participants’ performance improved from the first
to second testing session. Moreover, the CRN area and the ERN
peak measures were larger at the second than first testing
session. Insofar as the CRN difference was eliminated when the
data was filtered in the theta range (i.e., 4-7 Hz), CRN differences
across sessions may have been driven by larger P300 activity in
the response-locked average (compare the post-ERN/CRN
positivities in Fig. 1). However, the between-session difference
in ERN remained even when the data was filtered in the theta
range. One possibility is that the larger ERN at the second testing
session relates to behavioral changes across testing sessions:
improved performance ought to relate to larger ERNs based on
contemporary computational models of the ERN (Holroyd and
Coles, 2002; Yeung et al., 2004). Future studies might further
examine other between-session changes in response to errors,
including both self-reported effort and other peripheral psy-
chophysiological measures (cf. Hajcak et al., 2003b).

The current reliability estimates were based on data from
45 participants performing an arrow version of the flanker
task at two time-points. Although this number of subjects is
consistent with some studies that have assessed the reliability
of other ERP components (Sandman and Patterson, 2000,
N =46), most studies include only about 20 subjects (Fallgatter
et al, 2001, N=23; Segalowitz and Barnes, 1993, N =19;
Williams et al,, 2005, N=21). Thus, the current data is
relatively large. However, it might be important for future

studies to examine reliability of the ERN, Pe, and CRN in other
task contexts. Moreover, future studies might investigate the
reliability of these error-related components over longer
periods of time and in individuals at different ages.

4. Experimental procedures

Fifty-seven undergraduates (27 male, 30 female) participated
in the current study. Seven subjects were not included in the
data analysis due to excessive artifacts (n=1) or failing to
return for the second testing session (n =6). Participants who
made fewer than 6 errors were excluded (Olvet and Hajcak, in
press); the final sample consisted of 45 participants (22
female). For the Pe analysis, one additional subject did not
have useable data from the electrode of interest (Pz). For the
behavioral data, two subjects were not included due to a
computer error. Data from 26 subjects at Session 1 were
published in another manuscript on within-session properties
of the ERN (Olvet and Hajcak, in press). No participant
discontinued their participation in the experiment once
procedures had begun, and all participants received course
credit for their participation.

4.1. Task

The task was an arrow version of the flanker task (cf. Eriksen
and Eriksen, 1974; Moser et al., 2005). On each trial, five
horizontally aligned arrowheads were presented, and partici-
pants had to respond to the direction of the central arrowhead
by pressing the left or right mouse button. Half of all trials were
compatible (“<<<<<”or “>>>>>") and half were incompatible
(“<<><<”or “>><>>");all stimuli were presented for 200 ms
followed by a blank screen for 1800 ms with an ITI that varied
randomly from 500 to 1000 ms.

4.2. Procedure

The present task was administered on a Pentium D class
computer, using Presentation software (Neurobehavioral Sys-
tems, Inc., Albany, California, USA) to control the presentation
and timing of all stimuli. Following a brief description of the
experiment, EEG sensors were attached and the participant
was given detailed task instructions. Participants performed a
practice block containing 30 trials and were told to try to be as
accurate and fast as possible. The actual experiment consisted
of 8 blocks of 30 trials. To encourage both fast and accurate
responding, participants received feedback based on their
performance at the end of each block. If performance was 75%
correct or lower, the message “Please try to be more accurate”
was displayed; performance above 90% correct was followed
by “Please try to respond faster”; otherwise, the message
“You're doing a great job” was displayed. Participants returned
2 weeks later and repeated the procedure.

4.3. Psychophysiological recording, data reduction
and analysis

The continuous EEG activity was recorded using an elastic
head cap and the ActiveTwo BioSemi system (BioSemi,
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Amsterdam, Netherlands). Recordings were taken from 64
scalp electrodes based on the 10/20 system, as well as two
electrodes placed on the left and right mastoids. The
electrooculogram (EOG) generated from blinks and eye
movements were recorded from four facial electrodes: two
approximately 1 cm above and below the participant’s right
eye, one approximately 1 cm to the left of the left eye, and
one approximately 1 cm to the right of the right eye. As per
BioSemi’s design, the ground electrode during acquisition
was formed by the Common Mode Sense active electrode and
the Driven Right Leg passive electrode. All bioelectric signals
were digitized on a laboratory microcomputer using ActiView
software (BioSemi, Amsterdam, Netherlands).

Off-line analysis was performed using Brain Vision
Analyzer software (Brain Products, Gilohing, Germany). EEG
data were re-referenced to the numeric mean of the mastoids
and band-pass filtered with cutoffs of 0.1 and 30 Hz.? The EEG
was segmented for each trial, beginning 400 ms before each
picture onset and continuing for 1000 ms. The EEG was
corrected for blinks and eye movements using the method
developed by Gratton et al. (1983). Specific intervals for
individual channels were rejected in each trial using a
semi-automated procedure, with physiological artifacts iden-
tified by the following criteria: a voltage step of more than
50.0 pV between sample points, a voltage difference of
300.0 pV within a trial, and a maximum voltage difference
of less than 0.50 pV within 100 ms intervals.

Response-locked average ERPs were computed for correct
and error trials. Because the ERN and CRN are often evaluated
using different measures, these ERP components were ana-
lyzed both in terms of area and peak measures; because the Pe
is a broader component, it was evaluated only using an area
measure. In terms of the area measures, the ERN and CRN
were quantified on error and correct trials, respectively, as the
average activity in a 0-100 ms window relative to response
onset at electrode site FCz>; in addition, the difference (ERN-
CRN) between the ERN and CRN was also calculated in the
same window. The Pe was evaluated on error trials as the
average activity from 200 to 400 ms following response onset
at electrode site Pz. For peak measures, the ERN and CRN were
evaluated on error and correct trials, respectively, as the
largest negative peak in the 0-100 ms window after response.
The ERN-CRN peak was also computed on the difference
wave between error and correct trials in the same window. A

2 These filter settings are commonly used in the ERN literature,
however, we also evaluated reliability of the ERN using a filter of
4-7Hz. Test-retest reliabilities were comparable to the 0.1-30Hz
filtering for area measures (CRN: r = 0.84; ERN: r = 0.58; Pe: r = 0.64;
ERN - CRN (difference): r = 0.70), peak measures (CRN: r = 0.76;
ERN: r = 0.60; ERN - CRN (difference): r = 0.73), and peak latency
measures (CRN: r = 0.24; ERN: r = 0.47; ERN - CRN (difference): r =
0.32). The split-half reliability estimates were also comparable.

3 The paper is mainly intended as a resource to inform work on
the ERN, which is typically scored at the FCz electrode. However,
reliability estimates for the CRN, ERN, Pe and ERN - CRN
(difference) were comparable at Cz, CPz, Pz, and POz (r’s ranging
from 0.54 to 0.86), however reliability estimates for Fz were
somewhat lower (CRN: r = 0.50; ERN: r = 0.49; Pe: r = 0.46, ERN —
CRN (difference): r = 0.45).

200 ms window prior to the response (-400 to —200 ms) served
as the baseline.*

In all cases, reaction time, number of errors, ERN, CRN,
and Pe were statistically evaluated using SPSS (Version 14.0)
General Linear Model software; Greenhouse-Geisser correc-
tion was applied to p values associated with multiple-df,
repeated measures comparisons, when appropriate. A 2 (Trial
Type)x2 (Session) ANOVA was used to detect differences
between the two sessions and paired t-tests were performed
for follow-up post-hoc testing. Both the Pearson (r) and
intraclass correlation (ICC) coefficients were used to examine
intersubject stability and score agreement, respectively, of
the relationship between behavioral measures and ERP
components at the initial testing (Session 1) and 2 weeks
later (Session 2). Intraclass correlation coefficients reflect the
consistency of a measure taking into account variance
related to the time of testing (Shrout and Fleiss, 1979),
whereas the Pearson’s correlation coefficient reflects only
intersubject stability in how subjects are ranked. If an ERP
reflects a trait-like characteristic, then the actual agreement
between measure values should be high, which would be
indicated by high ICC estimates of reliability (cf. Segalowitz
and Barnes, 1993). Split-half reliability was also reported in
terms of both Pearson and intraclass correlation coefficients,
and was performed within each session by comparing even
and odd trial values. Because split-half reliability metrics
were based on half of the trials, these measures were
corrected using the Spearman-Brown prophecy formula
(Helmstader, 1964).
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